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Abstract:

Grouping data into groups based on certain rules is known to increase data flow, not only to
extract meaning from data, but also to increase the efficiency of large data processing. A uniform
distribution of data is particularly effective in approaches such as distributed computing or parallel
processing. The main reason for this is that dividing the data into as many equal clusters as possible
allows for the highest performance results in these approaches. But the human-factor-based uniform
distribution of data is a complex process due to the impossibility of pre-planning the data in the data
stream and the size of the data. Therefore, in the study, the application of the clustering method of
distributed technologies in data flow management was considered.

Introduction

Nowadays, data analysis, which is, identifying hidden contents from a data set, and
separating them into useful, reliable, and interrelated data groups is one of the topics of modern
research [1]. In the modern digital age, the increase in the volume of data flow increases the
relevance of this research topic. Because as the flow of information increases, people's natural data
analysis capabilities are limited, and the process of extracting meaningful information from big data
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becomes more complicated [2-4]. In such a situation, the most effective solution for finding hidden
patterns in data is unsupervised learning based on data clustering approaches according to certain
criteria. Unsupervised clustering is an approach to grouping data by grouping or separating those
with similar patterns, and those with different patterns from the data without human intervention
[5].

In these clustering approaches, the grouping of data mainly focuses on characteristics such as

similarity and uniqueness of the data, and usually ignores or does not consider the number of elements
in the groups to be very important. But in real life, there are such problems that not only the similarity
and difference of data are important in solving these problems, but also the equality of the number of
elements in clusters is an important factor. For example, when storing and processing data using
parallel and distributed computing mechanisms. In these mechanisms, the more evenly the data is
distributed to the parts of the system, the higher the efficiency. Because in this case, all distributed
functions within the system perform the same number of tasks, and all parts of the system complete
their tasks at the same time. In other words, they do not wait for each other's tasks to be completed.
This is the most important indicator of achieving the highest efficiency in the work process. Therefore,
achieving equal size distribution based on unsupervised clustering algorithms was taken as the major
research objective.
In order to solve the problem presented during the research, the capabilities of hierarchical, K-means,
Bisecting K-means, and DBSCAN existing unsupervised clustering algorithms to divide data into
clusters of equal size are analyzed. However, due to the limited capabilities of existing algorithms, a
new unsupervised clustering algorithm is proposed to achieve uniform distribution of data.

K-means clustering
The K-means clustering algorithm is a center-based grouping method, and the objects in the set are
clustered according to which of the central points known as centroids are close. The number of
centroids is the same as the number of clusters requested by the user. Centroids are initially chosen
arbitrarily. Therefore, clustering will not be perfect in the initial state. Minimization of the sum of
squares of the errors of the objects in the clusters relative to the centroids is used to make the clusters

perfect (1).
K
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where k - is the number of clusters, c; - is the cluster, c,is the centroid coordinate of the i cluster,
X; Is the j element coordinate in the c; cluster. It is known that S reaches its minimum value when
the derivative of S with respect to ¢, is equal to 0 (2).
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Based on this formula, the optimal value of the centroid of the n" cluster can be found as follows.
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If the number of objects in the n'" cluster is m, then the following solution comes from equation 3

Zx

m

2-icn=2-zm:xj = m-cnzzm:xj = C, (4)
j=1 j=1 j=1

The conclusion from formula 4 is that the centroids reach optimal coordinates when they are equal
to the average value of the coordinates of the objects in the cluster.

In the K-means algorithm, objects are divided into clusters of equal size compared to hierarchical
clustering. This is especially evident when objects are located at the same density in the coordinate
system.
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Fig. 1. The result of object clustering using K-means
In Fig.1.a, the objects are divided into 3 clusters, and the size of each cluster is almost the
same. But if these objects are divided into 2 or 4 clusters, the sizes of the clusters will be very
different from each other. In Fig. 1.b, it can be seen that two clusters are large in size, and the other
two are small in size. Fig. 1.c shows a perfect set of objects, i.e., a set of objects that are relatively
evenly distributed over space. When this set is divided into an arbitrary number of clusters, clusters
of almost the same size are formed.
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